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Abstract— Attendance tracking is a crucial aspect of 

educational institutions, yet the traditional manual 

methods are time-consuming and error-prone. This 

project presents an innovative solution to this problem 

through the development of an automated attendance 

system. Utilizing advanced technologies such as face 

detection and optical character recognition (OCR), this 

system aims to streamline the attendance tracking process 

in schools and colleges. By automatically detecting student 

faces and extracting roll numbers from stickers affixed to 

the left side of their faces, the system eliminates the need 

for manual intervention, thereby improving efficiency and 

accuracy. Additionally, a user-friendly GUI created using 

customtkinter in Python enhances the system's usability 

and accessibility. Attendance records are automatically 

stored in an Excel file, allowing for easy tracking and 

analysis by educators. 
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I. INTRODUCTION 

Traditional methods of attendance-taking in schools and 

colleges often lead to inefficiencies and errors. The 

introduction of an automated attendance system marks a 

significant advancement in this domain. By harnessing the 

power of face detection and OCR technologies, coupled with 

an intuitive GUI, the system aims to streamline the attendance 

tracking process. This report delves into the development and 

implementation of this innovative solution, highlighting its 

benefits for educational institutions. 

This project report describes the development of a software 

solution to automate the attendance process. The software is 

implemented using, 

 

Python and takes input image file as: 

 Capture live image on Webcam or CCTV cameras that 

connected to system. 

 Provided pre-captured image from system. 

 

After getting the image it will detect face of students and 

extract roll numbers from stickers affixed to the left side 

of their faces. 

Stores all the collected roll numbers on dynamically arranged 

database file which created with help of Microsoft Excel. 

 

II. LITERATURE REVIEW 

 Manual attendance systems are rife with 

inefficiencies, prompting the exploration of automated 

alternatives. Existing literature reveals the promise of face 

detection algorithms like YOLO for real-time detection and 

OCR techniques such as Easy OCR for text extraction. 

Moreover, the integration of GUIs plays a pivotal role in 

enhancing user experience and system usability. This review 

sets the stage for the integration of customtkinter into the 

project, emphasizing the importance of user interaction. 

 

III. PROBLEM STATEMENT 

 The manual process of attendance-taking poses 

significant challenges, including time consumption and 

inaccuracies. This project aims to address these challenges by 

automating the attendance tracking process. The objective is to 

develop a robust system capable of seamlessly detecting 

student faces and extracting roll numbers from stickers affixed 

to the left side of their faces. By doing so, the system seeks to 

improve efficiency and accuracy in classroom management. 

 

IV. OBJECTIVE 

 The primary objective of the project is to develop an 

automated attendance system leveraging face detection and 

OCR technologies. Key goals include real-time detection of 

student faces, extraction of roll numbers from stickers, and 

automatic logging of attendance records into an Excel file. 

Additionally, the system aims to provide a user-friendly GUI 

to facilitate ease of use for educators. 

 

A. Software Used: 

The development of the automated attendance system relies on 

a suite of software tools and libraries, including, 

 

 Software: 

 Python IDLE/VS Code. 
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 Microsoft Excel. 

 

 Libraries: 
 Ultralytics: Provide module for YOLO. 

 EasyOCR: Provide module for Optical Character 

Recognition. 

 Openpyxl: Provide module to handle Excel file. 

 OS: It is inbuilt python library help to communication 

with Operating system. 

 OpenCV: Provide module for capture image, edit image, 

process on image. 

 Customtkinter / tkinter: Provide module to create GUL. 

 

These tools are seamlessly integrated to create a robust and 

efficient system capable of accurately tracking student 

attendance. 

 

B. Algorithm: 

Algorithm for face detection & capturing roll number: 

1. START. 

2. Set class strength. 

3. Get image: 

i. Capture live image using Camera connected to System. 

ii. Provide pre-capture image from System storage. 

 

4. Process on image: 

i. Using YOLO: 

 Detect all the student faces in image. 

 Mark a rectangular border around that detected face. 

 

5. In loop: 

i. Get detected face one by one. 

ii. Marking the imaginary rectangular border on right side of 

detected face and cropping it. 

iii. Providing that cropped image to OCR. 

 Return the detected roll number in image. 

iv. Storing the detected roll number in temporary list. 

v. Storing the detected roll number into the Excel database. 

 

6. STOP. 

 
Fig. 1. Flowchart 

 



International Journal of Engineering Applied Sciences and Technology, 2024 
Vol. 9, Issue 04, ISSN No. 2455-2143, Pages 87-94 

Published Online August 2024 in IJEAST (http://www.ijeast.com) 
 

89 

 Algorithm for database insertion: 

1. File creation: 

- This ensures that there is always a database file available 

for use. 

- Check if the file exists.  

 

i. If not,  

- create it and initialize it with „workbook 1.xlsx‟. 

ii. Else: 

- Check if week ended: 

iii. If yes, 

-  create new file with „workbook {count+1}.xlsx‟. 

 

iv. Else: 

-  Use current present „workbook {count}.xlsx‟. 

 

2. Open the Excel file: 

- Check if sheet is created or not: 

i. If not, create sheet with attribute „Roll No‟ and add 

tuples from 1 to class strength. 

 

3. Day Check: 

- Check if the current day's sheet exists in the database. If 

not, create a new sheet for the current day. 

- Ensure that the database is properly organized with 

separate sheets for each day's attendance. 

 

4. Attendance Processing: 

- Process attendance records based on the roll list. 

- Update attendance status (Present/Absent) for each roll 

number in the database. 

 

5. Result Calculation: 

- Calculate daily and weekly attendance results based on 

the attendance recorded in the database. 

- Daily result calculation involves iterating over each row 

in the current day's sheet and computing the attendance 

percentage. 

- Weekly result calculation involves aggregating daily 

results to compute the average attendance for the week. 

C. Model Training:  

Training:  

To train the YOLOv8 model with a custom dataset of 3669 

images with subject face are pre-trained to YOLOv8 which 

was already pre-trained for the COCO dataset with 

YOLOv8n.pt This model was trained for this model 100 

epochs. All 3669 images were annotated using Roboflow. The 

data set was trained with the help of PyTorch library. The 

images are labelled YOLO. A total of _ images were used to 

validation and _ images were used for training. 

To train a model using labelled images, the custom dataset 

images are in three folders.  

1. Train 

2. Test 

3 Valid 

 

Each folder has images with labels. Labels are saved in .txt 

format, The yaml file (custom_data.yaml) specifies the 

location of the folders to call to train a model. 

“yolo task=detect, model=train, model=yolov8n.pt, 

data=custom_data.yaml, epochs=100, imgsz=640, plos=True” 

After the 100 epochs, we get our best model (best.pt). 

 

The trained custom dataset (see Fig. 2) 

Epochs Box loss Class loss DFL loss 

(Distributional 

focal loss) 

1 1.119 1.626 1.534 

100 0.493 0.414 1.071 

Table 1: Loss of custom dataset 

 

Segment Anything model (SAM) is already pre-trained with 

1+billion mask and 11 million images of SA-1B dataset. So 

that we can use the SAM without labelling them. It segments 

all the things they‟ve been trained in. Now, we have to 

segment the custom-specific object so we give our trained 

model as input and integrated with SAM, so it only focuses on 

the model that we trained. So, the latest model is more 

productive than all other segmentation models. 
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Fig. 2. Train with custom dataset. 
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Experimental result: 

Evaluation Metrics: The following metrics are used to 

evaluate the classification performance of the algorithm, 

 
Fig. 3. Confusion matrix 

 

Accuracy:  

It is defined as the number of correct predictions made by the 

model over the total number of predictions. This is good 

measure, especially when objective variables in the data are 

balance. This can be illustrated as,  

 

Accuracy = (TP + TN) ÷ (TP + TN + FP + FN) 

 

Where, True positive (TP) is defined as the correct recognition 

of training group of objects. A True negative (TN) is defined 

as a grossly incorrect unspecified factor, i.e. knowing nothing 

when something should be known. A false positive (FP) is 

defined as false detection, meaning that there is detection even 

though no object should be detected. A false negative (FN) is 

defined as not detecting any ground truth, i.e. the algorithm 

failed to find the object to be found. 

 

F1 score:  

The precision of test is determined by the balanced F-measure. 

If both false positive and false negative rate are low, the F1 

score is considered positive. It is defined as the harmonic 

medium of precision and recall. 

 

F1 = 2 (precision × recall) ÷ (precision + recall) 

= TP ÷ (TP + ½ (FP + FN)) 

 

Precision:  

It is the number of positives divided by the total number of 

positives predicted by the classifiers. 

 

Precision = (True positive) ÷ (True positive + False positive) 

 

 

 

Recall:  

It is defined as the number of true positives divided by the 

sum of true positives and false negatives. 

 

Recall = (True positive) ÷ (True positive + False Negative) 

Validation:  
The validation process involves running the model on 

validation data set and comparing the model predictions to the 

ground truth labels. Several metrics such as mean average 

precision (mAP), intercept over union (IoU), and false positive 

rate (FPR) can be used to evaluate model performance. 

Validation results can be used to tune model hyperparameters 

such as number of trails, batch size, and number of epochs. 

The goal is to find different hyperparameters that lead to the 

best performance on the validation dataset. 

 
Fig. 4. Loss graph for training and validation dataset. 

 

 
Fig. 5. Metrics graph for custom dataset 
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 P R mAP50 MAP50-95 

All 0.891 0.879 0.874 0.559 

Face 0.962 0.956 0.974 0.75 

Table 2: Metrics of custom dataset 

 

V. SOFTWARE INTERFACE 

 
Fig. 1 Loading window 

 

 
Fig. 2 Password Window 

 

 
Fig. 3 Main setting window 

 

 
Fig. 4 Take attendance window 

 
Fig. 5 Database window 

 

 

 
 

Fig. 6 Loading window while performing face detection and 

OCR and notifying as process done. 

 



International Journal of Engineering Applied Sciences and Technology, 2024 
Vol. 9, Issue 04, ISSN No. 2455-2143, Pages 87-94 

Published Online August 2024 in IJEAST (http://www.ijeast.com) 
 

93 

 
Fig. 7 Image provided/captured by camera 

 

 
Fig. 8 Output window showing face and roll count with 

collected roll numbers 

 

 
Fig. 9 „Presenty‟ text file showing collected present numbers 

 

VI. WORKING 

1. Initialization: 

a. The system initializes the YOLO (You Only Look Once) 

model for face detection. 

b. It loads the pre-trained model for YOLO. 

 

2. Capture Mode Selection: 

a. The system prompts the user to choose between live 

capture mode and image input mode. 

b. In live capture mode, the system continuously captures 

video feed from the webcam. 

c. In image input mode, the user provides an image 

containing student faces. 

3. Face Detection: 

a. For each frame captured in live mode or provided image, 

the system performs face detection using YOLO. 

b. YOLO identifies the bounding boxes around detected 

faces with high accuracy. 

 

4. Region of Interest (ROI) Selection: 

a. Once a face is detected, the system determines the region 

of interest (ROI) around the face. 

b. The system identifies the left side of the face as the area 

where the roll number sticker is affixed. 

 

5. Roll Number Extraction: 

a. The system extracts the ROI containing the roll number 

sticker. 

b. Using the EasyOCR library, the system performs optical 

character recognition (OCR) on the ROI to extract the roll 

number. 

c. The extracted roll number is stored for further processing. 

 

6. Attendance Recording: 

a. The system matches the extracted roll number with the 

corresponding student record. 

b. If a match is found, the system marks the student as 

present in the attendance record. 

c. The attendance record is updated in real-time or saved in 

memory for later processing. 

 

7. Excel Logging: 

a. The attendance records are automatically logged into an 

Excel sheet. 

b. Each student's attendance is recorded along with the date 

and time stamp. 

c. The Excel sheet serves as a centralized database for 

attendance tracking & analysis. 

 

8. User Interface Interaction: 

a. In live capture mode, the system displays the video feed 

with overlaid bounding boxes around detected faces. 

b. In image input mode, the system provides feedback on the 

processing of the provided image and displays the 

extracted roll numbers. 

 

9. Error Handling: 

a. The system includes error handling mechanisms to 

address potential issues during face detection or OCR. 

b. If a face or roll number cannot be detected, appropriate 

error messages are displayed to the user. 

 

10. Feedback and Output: 

a. After processing each frame or image, the system 

provides feedback on the attendance status and any errors 

encountered. 
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b. Once all frames are processed or the image input is 

complete, the system may generate a summary report of 

attendance status. 

 

11. Termination: 

a. The system terminates once all frames are processed in 

live mode or after completing image input. 

b. In live mode, the system continues to run until the user 

manually stops the capture. 

 

12. GUI Interaction: 

a. If using the system with a GUI, the user interacts with the 

system through the graphical interface. 

b. The GUI provides options for mode selection, input file 

selection, and displays real-time feedback on attendance 

status. 

 

VII. FEATURES 

 Include real-time face detection. 

 Automatically create reports. 

 Considers one face one sticker. 

 Prevent duplicity and provide more accuracy. 

 Less time consuming compared to other techniques. 

 Automatic logging of attendance records and a user-

friendly GUI.  

 

These features make the system suitable for application in 

schools, colleges, and other educational institutions, where 

efficient attendance tracking is essential for maintaining 

productivity and accountability. 

 

ADVANTAGES 

 Simple and Easy to handle user-friendly interface. 

 Having advanced programming which provide dynamic 

working. 

 Provide more accuracy and less time consumption 

compared to other attendance techniques like Traditional 

attendance techniques, RFID attendance techniques, 

Fingerprint attendance techniques, Face recognition 

attendance techniques, etc. 

 No requirement of internet after installation. 

 

Accessing and storing data in Excel file which is well known 

to any technical and non-technical person. 

 

VIII. CONCLUSION 

The development of an automated attendance system using 

face detection and OCR technologies represents a significant 

milestone in classroom management.  

By automating the attendance tracking process and providing 

a user-friendly interface, the system improves, 

o Efficiency 

o Accuracy 

o Usability  

With further refinements and enhancements, this system has 

the potential to transform attendance management and 

contribute to the overall improvement of teaching and learning 

experiences. 
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